TALKPLAYDATA 2: AN AGENTIC SYNTHETIC DATA
PIPELINE FOR MULTIMODAL CONVERSATIONAL
MUSIC RECOMMENDATION

Keunwoo Choi*, Seungheon Doh*, Juhan Nam
KAIST
{keunwoo.choi, seungheondoh, juhan.nam}@kaist.ac.kr

ABSTRACT

We present TalkPlayData 2, a synthetic dataset for multimodal conversational mu-
sic recommendation generated by an agentic data pipeline. In TalkPlayData 2
pipeline, multiple large language model (LLM) agents are created under var-
ious roles with specialized prompts and access to different parts of informa-
tion, and the chat data is acquired by logging the conversation between the Lis-
tener LLM and the Recsys LLM. To cover various conversation scenarios, for
each conversation, the Listener LLM is conditioned on a finetuned conversation
goal. Finally, all the LLMs are multimodal with audio and images, allowing a
simulation of multimodal recommendation and conversation. In the LLM-as-a-
judge and subjective evaluation experiments, TalkPlayData 2 achieved the pro-
posed goal in various aspects related to training a generative recommendation
model for music. TalkPlayData 2 and its generation code are open-sourced at
https://talkpl.ai/talkplaydata2.html.

1 GoAL

The goal of TalkPlayData 2 is to generate realistic conversation data for music recommendation
research that covers various conversation scenarios and involves multimodal aspects of music.

By realistic, the utterances need to be natural, coherent, and diverse. By various conversation
scenarios, the dataset should involve diverse listener types, music queries, conversation goals, and
related modalities. By multimodal, there should be queries and recommendations based on various
aspects of music including audio, image, and lyrics.
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Figure 1: Overview of TalkPlayData 2 pipeline, consisting of four LLMs with specialized roles.

*KC and SD made equal contribution. They are also part of the team talkpl.ai (https://talkpl.ai).
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2 CORE IDEA

y= f@(mprofileaxgoahxmusic) (1)

A simplified formulation of the creation process for a data point of TalkPlayData 2 is
f is the creation pipeline, 6 indicates the model weights of the involved LLM, xp.0i1e 1S @ lis-
tener’s demographic information and preferences, 4,4 represents the conversation objectives and
scenarios, and ;¢ 1S a set of music data, covering text, audio, and image modalities. y indicates
the outcome, a multi-turn conversation between the listener and the recommendation system about
music discovery, consisting of queries, music items, and responses.

2.1 GROUNDING MUSIC DATA, T usic

To achieve factual data generation, TalkPlayData 2 is primarily based on a source dataset for the
details about music items, Zy,ysic. In other words, Y,y sic, the recommended tracks, must be merely
a result of sequential selections of s, the recommendation pool. More details about the source
data are provided in[subsection 3.1 The music data ;. is a set of loosely relevant music items,
e.g., music tracks in a listening session (or a playlist as done in (Doh et al.|(2025))) in this paper. It
is provided with a rich set of metadata, tags, lyrics, audio, and images.

2.2 DATA GENERATION AGENTS’ f = {ggoala Gprofile, Glistener, grecsys}

The creation system f is formed by multiple LLM sessions, i.e. a set of agents, each of which
has a role — as a listener profiler (Profile LLM, gprofitc), a conversation goal setter (Goal LLM,
9goal), a listener (Listener LLM, gj;stener), and a recommendation system (Recsys LLM, grecsys)-
This agentic approach presents several advantages compared to relying on a single LLM session as
done in (Doh et al.|(2025))). Most critically, it systematically prevents the agent from “cheating” by
looking at the data provided to other roles. This makes the data generation process highly realistic.
For example, a conversation goal is shared with the Listener LLM so that it generates relevant
queries to the Recsys LLM and achieves its goal. However, the goal is not shared with the Recsys
LLM, whose role is to guess the goal of the Listener LLM through conversation. This approach also
provides the role, task, and behavior instructions to each LLM with high clarity, leading to generate
high-quality data.

2.3 THE UTILIZED CAPABILITIES OF LLMS, 6

Besides grounding music data, the generation process of TalkPlayData 2 fully relies on various
capabilities of LLMs encoded in its weight 6, as in[Table 1} Not only do the text-based capabilities
need to be strong, but the multimodality of LLMs is also essential for the successful creation of
TalkPlayData 2 to simulate recommendation systems and listeners who can see and listen to music.
summarizes the details of important capabilities, which are unblocked by the recent progress
of LLMs.

2.4 USER PROFILE AND CONVERSATION GOAL, Zprofile AND Zgoq

Although the LLM generation process is often stochastic, it is well-known that naively sampling
multiple times does not lead to diversifying the generation outcomes. Rather, a mode collapse
often occurs, where the generated texts become too similar in style and logic Wang et al.| (2025));
Chen et al.| (2025). We observed this in our preliminary experiment - even when using different
music items, the generated conversations had very similar styles. To address this issue, we utilize
user demographic information and pre-defined conversation goals to generate diverse conversations.
Furthermore, utilizing Goal LLM (g4041) and Profile LLM (g file), We enhance Tpro fite and g0l
to be more suitable for recommending music &, s, €nabling the generation of more diverse and

realistic conversations. The details are provided in|subsection 3.2



Table 1: LLM Capabilities Utilized in TalkPlayData 2 Generation
Capability Details

Entity Recognition Names of artists, albums, and tracks (Hachmeier & Jdschke (2024))
Domain Knowledge Key, chord, and tempo (Zhou et al.|(2024); |L1 et al.|(2024))

User Simulation User profiles and goals (Zhang et al.|(2025))

Text Lyrics, tags (Vasilakis et al.[(2024))), conversations (Kwon et al.[(2024]))
Audio Music audio signals (Gardner et al.| (2023))

Image Album art images (Hayashi et al.| (2024))

Instruction Following  Adhering to recommendation constraints and producing responses
Goal Achievement Achieving provided goals through multi-turn conversations
Chain-of-Thought Generating intermediate ‘thought’ sentences to reflect and plan

3 THE CREATION STEPS OF TALKPLAYDATA 2

3.1 OVERVIEW

Base Dataset The foundation of TalkPlayData 2 is the LFM-2b dataset (Schedl et al| (2022)),
which provides session-based music listening history data of over 120,000 users spanning more
than 15 years (February 2005 to March 2020). Beyond basic metadata (track name, album name,
artist name), LFM-2b provides rich additional information including user demographic data (coun-
try, gender, age), last.fm genre/style annotations, and ID mappings to Spotify track identifiers. Ad-
ditional multimodal information is acquired through the provided Spotify track identifiers and the
API — preview audio snippets, album art images, release dates, and popularity metrics (as of 2025
July). Finally, we used pretrained music information retrieval models to estimate rich information:
Madmom (Bock et al.| (2016))) for tempo, key, and chords as well as Whisper (Radford et al.|(2023))
for lyrics.

Data Split  To reflect real-world recommendation scenarios, we performed a chronological data
split. Sessions after 2019 were reserved for testing, while earlier sessions were used for training.
To create the multimodal conversation dataset, we filter listening history sessions to include only
tracks with Spotify track identifier mappings. Furthermore, to address cold-start user and cold-start
item scenarios, we carefully sampled the test set conversations. Out of 1,000 test set conversations,
800 were sampled from the warm user pool, while 200 were sampled from the cold user pool.
During sampling, we ensured balanced sampling across demographic attributes - country, gender,
and age groups. This balanced sampling helps evaluate the model’s performance across diverse user
segments. Detailed statistics are provided in

Large Language Models The Google Gemini 2.5 Flash (gemini-2.5-flash, (Comanici et al.
(2025))) is used to create TalkPlayData 2. In the preliminary experiments, there seem noticeable
performance gaps between Gemini 2.5 and its ‘Lite’ version when it comes to music understanding.
The 2.5 Pro version, the most advanced version of Google Gemini as of 2025 Aug, was not chosen
for two reasons: it is about 3-4 times more expensive, and a more advanced LLM is needed for the
LLM-as-a-judge evaluation (subsection 4.2).

3.2 GENERATION PROCESS

The overall process iterates over the listening sessions S and converts each session s € S into a
conversation. Each session s consists of a list of tracks 7" and basic user demographic information P,
including age group, gender, and country. For each conversation, we require sessions containing at
least 21 tracks to ensure a sufficient recommendation pool. From each session, 5 tracks are sampled
as profiling tracks (1}, i1¢) to inform the conversation style sampling, while another 16-32 tracks
form the recommendation pool (T}o0;).



Algorithm 1 Data Generation Process for Multi-modal Music Recommendation Conversations
Require: Listening sessions dataset .S, Set of tracks 7', User Profile P, Conversation Goal G
1: for each listening session s with |s| > 21 tracks do
: Tprofile < sample 5 tracks of s

2

3 Thoot < sample 16-32 tracks of s— Ty ite

4: Pyyse < user demographic information of s (age, country, gender)
5: Ghpase < sample 3 templates from goal dictionary

6: Prina < ListenerProfileLLM(Tprofite, Phase)

7 G tinal < ConversationGoal LLM(Gpgse, Tpoot)

8

: Q1 < ListenerLLM(Prtinats G final> Tprofite) > First query message (Q1)

9: M, Ry < RecsysLLM(Prinat, Tpoot, @1) > First music (M), response (R1)
10: conversation < [Q1, My, R;]
11: for turn £ = 2 to 8 do
12: Q¢ < ListenerLLM(Pfinats G finats Tprofite, conversation) > Listener turn
13: conversation.append(Q;)
14: My, Ry < RecsysLLM(Ptinal, Tpoots conversation) > Recsys turn
15: conversation.append(M,; R;)

For a single conversation, four separate LLM sessions are created, each of which corresponds to
Gprofiles Ggoals Glistener> AN Grecsys, respectively. Their instructions are carefully designed after
many iterations of reviews and updates to ensure correct behaviors and response formats. As out-
lined in Algorithm [T]and [Figure ] the overall generation process consists of two stages: i) profiling
and goal generation, and ii) conversation generation. During the first stage (lines 1-7), we create
a user profile Py;,q; based on profiling tracks T}, ;i and demographic information FPq,., and a
conversation goal G finq from base goal templates Gyqs.. This adaptive customization is respon-
sible for steering the generated conversation in various styles. The conversation generation stage
(lines 8-14) follows with alternating API calls between the listener and the recommendation sys-
tems, where queries (¢, music recommendations My, and responses R; build upon the conversation
history while maintaining coherence with the conversation goals G ;4. The detailed instructions

and responses for the LLMs are provided in

Listener Profile LLM The role of the Listener Profile LLM is to analyze the profiling tracks
and infer high-level preference information of the listener, given factual demographic information,
such as gender, age group, and country. The LLM combines the provided demographic profile with
the track analysis to estimate musical preferences including preferred musical culture, top artist,
and top genre. All the text data (metadata, tags, and lyrics), audio, and image data described in

are provided to the LLM.

Conversation Goal LLM  The Conversation Goal defines the session-level goal that the listener
wants to achieve through conversation with the recommendation system. To guarantee the overall
diversity of the conversations in TalkPlayData 2, a diverse set of conversation goals is needed; while
each conversation goal should be plausible given the recommendation pool. Before the generation
process, a set of 44 conversation goal templates is prepared. A template is defined by two properties,
the topic and the specificities. In total, 11 topics are defined to cover various types of multi-modal
music discovery conversations, as listed in These topics decide which aspect of music the
conversation will be based on. The specificities define how specific the query and the target music

are, resulting in 4 cases as in [Table J]

There are two steps to generate a conversation goal. First, three templates are randomly sampled.
They decide the potential directions, but they are still template candidates, since some of them may
not be plausible per the recommendation pool. For example, the recommendation pool may consist
of all instrumental music, which would limit lyric-based conversations. Second, the three base
conversation goals are fed to the Goal LLM (g4041), Whose role is to select the most plausible goal
based on the recommendation pool and customize the overall goal with concrete examples.

To improve conversation pacing and realism, each conversation goal includes a target turn count
that guides the expected resolution time: HH specificity goals target 1-2 turns (quick resolution),
HL specificity targets 3-4 turns (moderate exploration), LL specificity targets 3-7 turns (extensive



Table 2: Conversation Goal Axis 1 - Topics

Code Description Example
A Audio-Based Discovery “Discover songs with immersive soundscapes”
B Lyrical Discovery “Songs about love”
C Visual-Musical Connections “Music that looks colorful and vibrant”
D Contextual & Situational “Music for working and studying”
E Interactive Refinement “Let’s play hard rock and transit to modern rock”
F Metadata-Rich Exploration “Find multiple songs from the Hamilton musical”
G Mood & Emotion-Based “I need something to cheer me up”
H Artist & Discography Discovery  “Tell me about this artist’s other works”
I Cultural & Geographic “Music from Alaska”
J Social & Popularity Context “What’s trending right now?”
K Temporal & Era Discovery “Music from the 80s please”

Table 3: Conversation Goal Axis 2 - Specificities

Code Description Example

LL  Low query specificity  “Play some chill music” (Many tracks are possible as a suc-
Low target specificity  cessful recommendation)

HL  High query specificity “Find bebop jazz with saxophone, 1950s-60s” (Many tracks are
low target specificity =~ possible, the query is somewhat specific)

LH  Low query specificity “What was the popular song from a recent musical movie?”
high target specificity ~ (One or few tracks are possible, the query is not specific)

HH  High query specificity “ Windup by Hayoung Lyou, the jazz composer and pianist”
high target specificity ~ (One track is possible, the query is highly specific)

exploration), and LH specificity targets 6-8 turns (detailed exploration). The target turn count is
determined by the Goal LLM (g4,4;) based on goal complexity and recommendation pool content.
While conversations always continue to the full 8 turns for consistent training data, the target turn
count influences the listener’s pacing strategy and goal achievement approach.

Listener LLM and Recsys LLMs Based on the profiling tracks, the conversation goal, and
the listener profile, the conversation is initiated by the Listener LLM (¢;stener). On Recsys LLM
(grecsys) after being initialized with the listener profile and the recommendation pool (but not the
conversation goal), it starts to respond to the Listener LLM’s initial query. In the subsequent turns
(from Turn 2), the Listener LLM actively engages with the recommended music by listening to
the audio samples and seeing the album artwork before formulating responses. This multimodal
interaction allows the Listener LLM to provide more nuanced and informed feedback about the rec-
ommendations, to which Recsys LLM then makes subsequent recommendations. Finally, in every
turn, both the Listener and the Recsys LLMs generate ‘thought’ before generating their response
message to each other. A ‘thought’ is used to analyze the input message (from the other LLM).

4 TALKPLAYDATA 2: STATISTICS AND EVALUATION

4.1 STATISTICS

Table 4] summarizes the basic statistics of TalkPlayData 2. It consists of 1,000 conversations in the
test split, where the cold and the warm user sets are defined by if the user id exists in the train split.
[1_-] The thought is significantly longer than the messages, demonstrating the dataset’s emphasis on
chain-of-thought reasoning.

!'The data generation is work in progress and on track to have generated over 20000 conversations by end
of 2025 September. This manuscript will be updated accordingly.



Table 4: Dataset Statistics of TalkPlayData 2

Train Test
Metric Train All Test Al Test Warm  Test Cold
Total Conversation TBD 1000 800 200
Unique Users TBD 500 400 100
Unique Tracks TBD 6744 5562 1483
Unique Artists TBD 2998 2521 838
Vocabulary Size (words) TBD 16106 14570 7586
Average Message Length (words) TBD 423 42.0 434
Average Thought Length (words) TBD 102.3 101.2 107.1
Continent Age Gender
250 250 250 23 247
200 200 (198 200
170 180
‘g 150 ‘g 150 § 150
100 100 97 100
50 50 50
19
0 e 0 [ - o
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Figure 2: User Distribution of TalkPlay2 Test Dataset

Figure [2] shows the user demographic distribution of the TalkPlayData 2 test set split. The test set
includes 500 users from 53 different countries. When visualizing the distribution of users across
continents, we observe that Europe and the Americas are dominant despite balanced sampling ef-
forts. In terms of age distribution, teenagers and the 20s constitute the majority of users. Gender
distribution shows a nearly uniform pattern across categories.

4.2 LLM-AS-A-JUDGE EVALUATION

An LLM-as-a-judge evaluation is conducted on its test set to provide a detailed analysis of the design
choices of TalkPlayData 2 (Zheng et al.| (2023); |Chen et al.| (2024))). It plays a crucial role in two
aspects: 1) quality control during dataset generation and 2) a cost-effective alternative to human
evaluation. While human evaluation is considered the gold standard (reported at Section [4.3)), it is
often impractical for large conversational datasets due to cost and scale limitations.

For the judge LLM, Gemini 2.5 Pro is used, which is a more advanced model than the one used in the
generation process. For each conversation, multiple calls are made to the judge LLM, each of which
is asked to evaluate a specific aspect of the conversation, with an appropriate instruction, scoring
criteria, and response format. When the track information is needed, the judge LLM is provided
with all the textual, audio, and image data of the tracks as done in the generation process.

Table [5] summarizes the evaluation results across different aspects of conversation quality. Among
the focused aspects, some of them are simply better to be higher since they would provide informa-
tion used during training, e.g., progress_towards_goal or thought. Some others are not always the
case: e.g., although we pursue high linguistic quality in TalkPlayData 2, it may be part of the scope
of training a conversational recommendation system that can handle queries with incorrect grammar
and unclear instructions. This is also discussed in the following analysis.

Conversation Goal This is evaluated on the plausibility of the goal given the recommendation
pool, focusing on the behavior of Goal LLM. The high average score of 3.93/4 indicates the effec-
tiveness of the proposed setup of sample, select, and customize. Additionally, the distributions are



Table 5: Evaluation Results Summary

Evaluated Focused Aspect Aggregated Score

Entity Score Distribution (1-4)

Conversation Goal Plausibility given recommendation pool 3.93/4
Listener Profile ~ Appropriateness 3.41/4
progress_towards_goal: Label accuracy 3.38/4
Chat Element thought: Overall quality 3.98/4
(Listener) message: Linguistic quality 4.00/4
message: Helpfulness towards goal 4.00/4
thought: Overall quality 3.52/4

Chat Element track_id: Recommendation quality 3.35/4 I

(RecSys) message: Linguistic quality 3.69/4 e

message: Alignment with track 3.83/4 e

reasonably balanced over the specificity (22%, 34%, 28%, 16%) and the category (9%, 18%, 11%,
11%, 12%, 9%, 11%, 16%, 3%), respectively, along the codes in[Table 2|and [Table 3}

Listener Profile This is evaluated on the appropriateness of the user profile given the profiling
tracks. Its high average score of 3.41/4 indicates that the profile generated by the Profile LLM is
mostly well-aligned with the profiling tracks.

Chat Element On the Listener LLM, the progress_towards_goal is evaluated on its accuracy; if
the Listener LLM’s binary label on whether the recommended track moves the conversation towards
the goal is correct. A high accuracy is desirable, ensuring the credibility of progress_towards_goal,
which can be used as user feedback when training an LLM recommendation system. The score of
3.38, with over 75% of the conversations being evaluated as a score of 4.0, ‘Excellent’, indicates
that it is well-labeled. The thought is evaluated on overall quality including coherence, alignment,
helpfulness, and consistency. The high average score of 3.98/4 indicates that the thoughts are well-
written and can be used during training for explanationability, or as a chain-of-thought. The message
is evaluated on two orthogonal aspects. First, in its linguistic quality including naturalness, realism,
and consistency, the average LLLM judge score is very high — 4.00/4. Second, in its utility (helpful-
ness towards goal), the average score is also 4.00/4. Overall, the Listener LLM’s chat elements are
well-written, and helpful.

On the Recsys LLM, the thought is evaluated on overall quality including coherence, alignment,
helpfulness, and consistency. The high average score of 3.52/4 indicates that the thoughts are well-
written and can be used during training for explanationability, or as a chain-of-thought. The track_id
is evaluated on its recommendation quality — the relevance between the user query and the recom-
mended track. The score of 3.35/4 indicates in TalkPlayData 2, the Recsys LLM selects highly
relevant items to each query most of the time (score of 4 for 73% ). The message is evaluated on two
orthogonal aspects. First, in its linguistic quality including naturalness, realism, and consistency, the
average LLM judge score is 3.69/4, which is slightly lower than the Listener LLM’s score but still
high. Second, in the accuracy of the track information with respect to the recommended track, the
average score is 3.83/4, validating that the Recsys LLM provides accurate track information in its
message most of the time.

4.3 HUMAN EVALUATION

We assess the quality of our generated data through human evaluation, focusing on two key aspects:
1) relevance — determining the alignment between the retrieved music items and the user query, and
2) naturalness — assessing the likelihood of such a conversation occurring in real life. We adhere to
a mean opinion score that uses a 5-point Likert scale. A total of 26 raters evaluated 10 randomly
sampled dialogues each, resulting in 260 total ratings. For comparison models, we select open-
source conversational music recommendation datasets. CPCD (Chaganty et al.| (2023)) is a human
conversation dataset about music, and LP-MusicDialog (Doh et al.|(2024))) and TalkPlayData 1 (Doh
et al] (2025))) are synthetic conversation datasets generated by a single LLM.



Table 6: Comparison of conversational music recommendation datasets. Type stands for subject of
conversation. Relevance and Naturalness show Mean Opinion Score of 5 Likert Scale.

Datasets Type LLMs Multimodal Relevance Naturalness
CPCD Human - - 4.08 4.01
LP-MusicDialog Synthetic 1 x ChatGPT X 3.90 3.95
TalkPlayData 1 Synthetic 1 x Gemini-1.5-Flash X 4.04 4.01
TalkPlayData 2 Synthetic 4 x Gemini-2.5-Flash 4 4.11 4.15

As shown in Table [6] TalkPlayData 2 achieves the highest scores in both dimensions. The high rele-
vance score demonstrates the effectiveness of our multimodal approach, where LL.Ms consider both
audio and visual aspects of music during recommendation, leading to more accurate and contextu-
ally appropriate suggestions compared to text-only approaches (Doh et al.[(2024;[2025))). The strong
naturalness score highlights the effectiveness of our multi-LLM framework. By orchestrating inter-
action between the Conversation Goal LLM and the Profile LLM, the system enables naturalistic
exchanges between the Listener LLM and the RecSys LLM, thereby improving both conversational
coherence and user simulation. These results suggest that our approach of using multiple LLMs
creates more engaging and effective conversational recommendations compared to both human con-
versations (Chaganty et al.|(2023)) and single-LLM approaches (Doh et al.|(2024; 2025))).

5 CONCLUSION

In this paper, we introduced TalkPlayData 2, a new multimodal dataset for conversational recom-
mendation systems. In the data generation pipeline, separate LLM calls are first made to create a
listener profile and a conversation goal for each conversation. Using them as a condition, two sepa-
rate LLMs talk to each other under the role of a music listener and a music recommendation system.
The conversation is conducted for 8 turns, and the data is collected as a conversation. Notably,
all the LLMs are multimodal, enabling to generate conversation with multimodal aspects of music
being considered. The LLMs have access to different subsets of the information, a design choice
that is highly similar to the real-world conversational recommendation systems. In the evaluation,
we conducted a LLM-as-a-judge evaluation as well as a human evaluation, which shows that Talk-
PlayData 2 is a promising dataset for training and evaluating conversational music recommendation
systems.

There are still many interesting directions to explore in the future. First, the in-context recommen-
dation of the Recsys LLM has a limitation in the number of tracks it can consider. Expanding its
recommendation pool size is a natural direction. Second, although TalkPlayData 2 consists of highly
natural conversations, it is still limited in various aspects including the speaking style and language.
Third, due to the cost of the LLMs, during the data generation, only a short audio snippet and a
small album cover image are used. Using longer audio and more diverse visual information (such
as music videos, live performances, and any other modalities) can make the data even more deeply
multimodal, enabling holistic multimodal conversational recommendation systems.
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A ADDITIONAL ANALYSIS OF TALKPLAY2 DATASET

Generation Cost Analysis The generation process utilizes four distinct LLM components with
varying computational requirements. For 1,000 conversation data, the RecSys LLM consumes the
highest token count at 171.9M tokens (66.8% of total), followed by the Listener LLM at 64.7M
tokens (25.1%), Goal LLM at 17.5M tokens (6.8%), and Profile LLM at 3.2M tokens (1.2%). The
multimodal processing follows fixed token allocations: each image consumes 258 tokens (300300
pixels), and each audio segment consumes 96 tokens (3 seconds at 32 tokens/second). The total
generation cost amounts to $109.08 for 1,000 conversations.

B API SPECIFICATIONS OF THE LLMS DURING GENERATION

During the generation process, the LLM calls consist of many long prompts, defining the task,
behavior, input data, and the response format. In this Appendix, we provide a summary of the
prompt as follows.

B.1 LISTENER PROFILE LLM

Input (demographic information and list of text and track entities)

[f"You are an expert in music and demographic analysis. Given the demographic profile below and
tracks, please analyze the tracks and infer the most representative preferred_musical_culture,
artist and genre that define this listener’s taste.”,
Demographic Profile:
- age_group: [factual age group]
- country: [factual country]
- gender: [factual gender]
- preferred_language: [factual language]
"Title: [track 1 title], Artist: [track 1 artist], ...", AudioContent, ImageContent, ...
.., "Title: [track 5 title], Artist: [track 5 artist], ...", AudioContent, ImageContent]

Output (YAML block of Listener Profile)

preferred_musical_culture: [most representative musical culture from tracks]
top_1_artist: [most representative artist from tracks]
top_1_genre: [most representative genre from tracks]

B.2 CONVERSATION GOAL LLM

Input (list of text and track entities)

[f"You are an expert in music listening ... Step 1: Analyze the tracks and the provided
conversation goals templates, and select the most appropriate conversation goal ... Step 2:
Generate a new conversation goal that is more specific to the tracks, based on the selected
conversation goal.”,
"Title: [track 1 title], Artist: [track 1 artist], ..."”, AudioContent, ImageContent, ...

, "Title: [track 32 title], Artist: [track 32 artist], ...", AudioContent, ImageContent,
f"Here are the conversation goal templates, based on which you will generate the new conversation
goal: {{three_conversation_goal_templates}}"]
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Output (YAML block of Conversation Goal, some are omitted for brevity)

category_code: [alphabetical topic code among A-K]
specificity_code: [one of LL, HL, LH, HH]
target_turn_count: [1-8 based on specificity code]
listener_goal: [customized goal description for the tracks]
listener_expertise: [description of the listener expertise]
initial_query_example_1: [plausible initial query example 1]

B.3 LISTENER LLM (FIRST TURN)

Input (list of text and track entities)

[f"You are an Al assistant role-playing as a music listener. Your personality, knowledge, and
objectives are STRICTLY defined by the Listener Profile and Conversation Goal provided below.

. For your very first message (Turn 1), ... choose one of the initial query examples provided
in the Conversation Goal and use it ...",
"Title: [profile track 1 title], ...", AudioContent, ImageContent, ...
..., "Title: [profile track 5 title], ...", AudioContent, ImageContent,
f"{{listener_profile}}", f"{{conversation_goal}}",
f"You are starting a new music discovery conversation. ... Turn 1. Now, create ... first turn

query to RecSys ..."]

Output (YAML block of Listener’s First Message)

thought: [internal reasoning about the goal and approach]
message: [natural opening message to the recommendation system]

B.4 REcCSYS LLM (FIRST TURN)

Input (list of text and track entities)

[f"... You are TalkPlay, an expert music recommendation system with deep musical knowledge,
audio analysis capabilities, and image analysis capabilities. ... You MUST recommend
ONLY from the provided available tracks. ... Make personalized music recommendations
{{listener_profile}}",

"Title: [pool track 1 title], ... ID: [pool track 1 id], ...", AudioContent, ImageContent, ...
..., "Title: [pool track 32 titlel, ... ID: [pool track 32 id], ...", AudioContent, ImageContent,
"... Turn 1. ... Listener’s message: {{listener_message}} ... "]

Output (YAML block of Recsys Response)

thought: [analysis of listener’s request and selection reasoning]
track_id: [selected track identifier from the pool]
message: [natural response with track information and explanation]

B.5 LISTENER LLM (SUBSEQUENT TURNS)

Input (list of text and track entities)

[f"Title: [recommended title], Artist: [recommended artist], ... ", AudioContent, ImageContent,
f"You just listened to this recommended track: ... The recommendation system said:
"{{recsys_message}}’ ... Assess whether this track moves you toward achieving your Conversation

Goal ... "]
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Output (YAML block of Listener’s Response)

thought: [internal evaluation of the track and strategy]

goal_progress_assessment: [MOVES_TOWARD_GOAL or DOES_NOT_MOVE_TOWARD_GOAL]
message: [feedback and next request toward the goal]

B.6 RECSYS LLM (SUBSEQUENT TURNS)

Input (list of text and track entities)

[f"... Previous Tracks: {{used_track_ids}} ... Listener’s message: ’{{listener_message}}’ ..."
"... NO DUPLICATES ... Maintain conversation coherence and respond naturally "]

’

Output (YAML block of Recsys Response)

thought: [analysis of feedback and next recommendation strategy]
track_id: [next selected track identifier]
message: [response with new track and reasoning]

12



	Goal
	Core Idea
	Grounding Music Data, xmusic
	Data Generation Agents, f={ggoal, gprofile, glistener,grecsys} 
	The Utilized Capabilities of LLMs, 
	User Profile and Conversation Goal, xprofile and xgoal

	The Creation Steps of TalkPlayData 2
	Overview
	Generation Process

	TalkPlayData 2: Statistics and Evaluation
	Statistics
	LLM-as-a-Judge Evaluation
	Human Evaluation

	Conclusion
	Additional Analysis of TalkPlay2 Dataset
	API Specifications of the LLMs During Generation
	Listener Profile LLM
	Conversation Goal LLM
	Listener LLM (First Turn)
	Recsys LLM (First Turn)
	Listener LLM (Subsequent Turns)
	Recsys LLM (Subsequent Turns)


